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ABSTRACT 

The "Milne problem," expressed in probabilistic 
t e r m s , is solved for general t ransport and multiplicative 
p rocesses . If a particle initially in a given state at a given 
position inside a surface T is multiply scattered while t ravel­
ing through a fixed medium, then, given the scattering cross 
sections and, if required, the probability distribution for a 
change of state between collisions (e.g., by diffusion or ioni­
zation), the problem is to obtain the probability that the par ­
ticle eventually effects a first passage through a specified 
position on the surface T and in a specified state. In the case 
of a multiplicative process , given, in addition, the rates of 
creation and annihilation of particles (considering the nature 
of the part icle as a state variable), the problem is to obtain 
the probability that eventually n part icles will emerge for 
the first time through specified positions on T and in speci­
fied states (with n = 0, 1, 2, . . . ) . A general solution is given 
in the form of a convergent ser ies whose te rms are obtained 
by iteration; this solution is unique if and only if the proba­
bility Soo of an infinity of atomic events before a first pas ­
sage (which is the limit of a certain nonincreasing sequence) 
is identically zero; in the multiplicative case, 6oo p 0 may 
be taken to mean that the process is "supercri t ical ." The 
mathematical theory that leads to this solution is a generali­
zation ofthe corresponding theory for time-dependent Markov 
processes in which the time variable is replaced by a set of 
surfaces ordered by inclusion of their "insides," and is valid 
for Euclidean space of any number of dimensions. Applying 
it to the four-dimensional space of special relativity with 
ordered sets of space-like surfaces, one obtains a Lorentz-
invariant formulation of the theory of physical Markov p ro ­
cesses . A few examples are given. 





A GENERAL THEORY OF 
FIRST-PASSAGE DISTRIBUTIONS IN 

TRANSPORT AND MULTIPLICATIVE PROCESSES 

by 

J. E. Moyal 

L INTRODUCTION 

Many physical p rocesses have the Markovian character in which a 
particle suffers a succession of independent random scatterings while t rav­
eling through some medium. Examples are : the diffuse scattering of light, 
where the part icle is a photon, the diffusion of neutrons, and the multiple 
scattering of charged par t ic les . In connection with such processes , one is 
often interested in the probability distribution of the state variables of the 
particle (velocity, energy, spin, etc.) and of the position at which it emerges 
on its f irst passage through some surface independently of t ime. The posi­
tion probability will yield, by integration, the average flux density in the 
case of a source or beam of par t ic les . The theory of such f i rs t -passage 
distributions goes by the name of theory of radiative transfer in the case of 
the scattering of light (cf. Chandrasekhar(3) and Sobolev;^/ see also 
Wing,(10) where such problems are discussed in a more general context). 
The problem of obtaining the f i rs t -passage distributions, given the mic ro ­
scopic scattering laws, is essentially the well-known Milne problem, which 
has been solved exactly under rather res t r ic t ive simplifying assumptions 
by means of the Wiener-Hopf integral-equation technique [cf. Busbridge'^j]. 
The purpose of this repor t is to present a general theory for the solution of 
such f i rs t -passage problems. We shall show that a solution always exists 
and present it in the form of a convergent se r ies whose te rms are obtained 
by iteration, and we shall give necessary and sufficient conditions for this 
solution to be unique. Fur the rmore , we shall see that the theory developed 
for this purpose can also be made to yield a Lorentz-invariant formulation 
of the basic equations of physical Markov processes . Finally, we shall show 
that the theory general izes to f i rs t -passage problems in the case of p ro­
cesses involving the creation and annihilation of par t ic les , such as the mul­
tiplication of neutrons in fissionable mater ia l and electron-photon or nucleon 
cascades . 

II. FIRST-PASSAGE PROCESSES 

The theory we are going to develop is based on a generalization of 
the concept of a Markov process : such a process is usually defined on a 
l inearly ordered set (the time axis), and the required generalization 





consists in extending this definition to a partially ordered set. Let S^ be 
such a set, and let T a To denote the ordering relation. For the purposes 
of the present theory, S/" will consist of a set of two-sided, oriented, con­
tinuous and simply-connected surfaces in some finite-dimensional Euclid­
ean space X . Each such surface "̂  partitions X into two disjoint sets: 
the "inside" X .j„ of T (which conventionally will include T), and the 
"outside" X.J- of T. We partially order 8^ by inclusion of the "insides" of 
its elements; i.e., we set T ^ To whenever X^ DX TO- In the applications 
to scattering processes , X = R3; in the Lorentz-invariant formulation of 
Markov process theory, X = R ,̂ The whole theory can be extended to 
more general topological spaces than Rn, but we shall not consider this 
generalization here . To each T e ,9' is assigned a space ^7 of elementary 
events co.j- and a o-field 3^-^ of measurable subsets FT- of Q.T. If -.A is the 
set of all possible states a of the particle (velocity, energy, spin, e t c ) , 
and if x -̂ denotes the position at which it emerges on its first passage 
through the surface T, then 037 = (a, XT-) and Q.-r = .A x r , which is a subset 
of the space Q =^ x X . We assume given a-fields ^^ of sets A in ^ 
and ^ x of sets S in X , such that ^ C ^X (i.e., each surface r is mea­
surable). It follows that the class of all measurable subsets S7 of T is 
itself a a-field ^^, and we set S''r = ̂ .A x 3T< which is a subfield of the 
o-field C = S^ X Sy^ . Suppose furthermore that, for each ordered pair 
T s Tji of elements of S^, we have defined a function P on S^-y x fi-r.., so that 
for each fixed 0̂ 7 e J^T , P(- I CDT- ) is a measure on S^j satisfying the nor­
malization condition. 

/C(T|CD7„) = P("T|a.7„) s 1, (2.1) 

and for each fixed set P.̂  e 0''-, , F{l'.r [•) is a measurable function on Vlj^. 
Then P has the character of an incomplete conditional-probability d i s t r i ­
bution (incomplete in the sense that it is not normalized to unity). For our 
present purposes, P is interpreted as follows: given that the particle is 
initially at the point x-„ e X 7 in the state a.^, P( A x 87 po, X7 )̂ is the prob­
ability that it effects a first passage through some point of the set S;- C r 
in some state a e A. Hence, ^(Tlao, X7 )̂ is the total probability of a first 
passage through T and T] = 1 - 'c is the probability that the particle never 
passes through T; Vj will in general be the sum of a stopping probability a 
(due to slowing down of the particle in the scattering medium) and an 
escape probability e (due to the particle escaping to infinity if T is not 
closed). For this reason, we shall call P a f i rs t -passage distribution and 
T] a no-passage probability; it is precisely because v/e have to allow for 
processes with nonzero T) that we do not require P to be normalized to 
unity. 

We now say that the family of all f i rs t -passage distributions defines 
a generalized Markov process over the par t ia l ly-ordered set 5^ if its ele­
ments P satisfy the Chapman-Kolmogorov relation 





P ( r T k T o ) = f P ( r r k T j P ( d a 3 T , h 7 „ ) (2.2) 

for every ordered triple T ^ Tj > TQ. It follows from this definition that the 
transition distribution P defines an ordinary incomplete Markov process 
over every l inear ly-ordered chain in ff'. We may therefore regard such a 
generalized process as a family of ordinary Markov processes over the 
chains in ^ mutually related by (2.2). It is clear that this family does not 
define a stochastic process over <5̂  in the usual sense, because the condi­
tional distributions P are not defined for pairs of elements of ^ which are 
not related by ordering. For the purposes of this report , where P has the 
interpretation outlined above, we shall call such a generalized Markov 
process a f i rs t -passage process . 

III. LORENTZ-INVARIANT FORMULATION OF 
MARKOV PROCESS EQUATIONS 

Suppose now that X is the Minkowski four-dimensional space-t ime 
of special relativity R4, and take 0y^ to be the Borel field of subsets of R4. 
If we choose ^ to be the set of all space-like surfaces in R4 satisfying the 
assumptions made above, then it is clear that the definition above yields a 
relativistically invariant formulation of the concept of a temporal-part icle 
Markov process , in the sense that the Chapman-Kolmogorov relation (2.2) 
is then invariant under Lorentz transformations. The same will be true, 
as we shall see later, of other basic equations, such as the integral equa­
tion (4.2) and the "backward" integro-differential equation (5.6). If we 
choose a part icular Galileian frame of reference L in R4, and consider the 
linear chain ^ L ^^ ^ consisting of all flat space-like surfaces T normal 
to the t ime-axis in L, then clearly we can assimilate T to the time coordi­
nate and ^ L ' ° ^^^ time axis in L; X7 is then a point x, S7 is a Borel sub­
set S of three-dimensional space R3 at the time T, and the f i rs t-passage 
distribution P, res t r ic ted to I ^ L , defines an ordinary temporal Markov 
process over c^^, with T as parameter , satisfying the usual Chapman-
Kolmogorov relation. 

P(A X S;T|ao, xo;To) = I P( A x S;T |a„Xi;Ti) P(daidxi;Ti |ao,xo;To), 

(T 2: Tl -To). (3.1) 

The no-passage probability r) defined in Section II, if it is not identi­
cally zero, must clearly be interpreted in this context as the cumulative dis­
tribution of the lifetime of the part icle; i.e., T)(T |ao, XOTQ) is the probability 





that the part icle initially in state tto and position XQ at time To is annihilated 
at some time t £ T. We r emark that a Lorentz-invariant formulation of this 
kind is not appropriate in the case of mult iple-scat ter ing processes of the 
type studied in the sections that follow, because for such processes there 
exists an obviously preferred class of reference systems, namely, those in 
which the scattering medium is at res t . 

IV. DISCONTINUOUS FIRST-PASSAGE PROCESSES 

In this section, we extend to f i rs t -passage processes the theory of 
discontinuous Markov processes developed in Moyal(5,8) (referred to hence­
forth as I and II, respectively). The type of process we have in mind is one 
in which the part icle suffers multiple collisions, each causing an instanta­
neous change in its state. We assume that between collisions the process is 
governed by a known f i rs t -passage distribution Po- More precisely, 
Po( A X S7 [tto, X7 )̂ is the probability that the part icle, initially in a state ttj at 
the point X7Q e X T (the "interior" of T ) , effects a first passage through S7 in 
some state a £ A before it has suffered any collision. We assume that Po 
satisfies the Chapman-Kolmogorov relation (2.2), so that it defines a f irst-
passage process dependent on no collisions. This formulation has the virtue 
of including processes in which not only the position, but also the state, of 
the part icle can change between collisions. For example, Po may charac­
ter ize changes of velocity by diffusion, or loss of energy by ionization. If, 
between collisions, the part icle moves in a straight line with its velocity and 
other state variables remaining constant, then we have a purely discontinuous 
(or pure multiple scattering) process ; this case is dealt with in greater detail 
in Section V. The effect of the collisions is assumed to be specified by a 
known first collision and consequent state distribution Q, which is a condi­
tional distribution on 5^ x fi . Q(A x X;T|ao, X7|j) is interpreted as the prob­
ability that the part icle , initially in state tto at X7^ 6 X 7 , suffers its first 
collision at some point x e X (where X is a measurable subset of X ) before 
it has made a first passage through the surface T, and that its state imme­
diately after this f i rs t collision is some a e A. It follows from this defini­
tion that 

Q(AxX;T|ao, XTo) = Q (AX( X OX.^); T |ao, X7J. 

The f i rs t -passage distribution Po and the conditional distribution Q are a s ­
sumed to be related as follows: for every ordered triple T 2 Tj 2 To, 

Q(AxX;T|ao, X7„) = Q(AxX;Ti|ao, XT„) 

+ I Q ( A x X ; T | a i , X 7 j Po(daidxTjao, X7„). 
>X^XT 

(4.1) 





The intuitive meaning of this relation is that the first collision and conse­
quent state probability in its left-hand side, which depends on the particle 
not making a first passage through T, is the sum of two first collisions and 
consequent state probabili t ies. The first (which is the first t e rm in its 
right-hand side) is dependent on no first passage through TJ S T; the second 
(which is the second t e rm in its right-hand side) is dependent on a first 
passage through Tj without collision and no first passage through T. 

The f i rs t -passage distribution P we are seeking must then satisfy 
the following integral equation: 

P6\xS.^-|ao, X7 ^ = Po/AxST-ko, X7;,j 

/ ̂ x X , 
P(AxS7|a,x) Q(dadx|ao, XT )̂, (4.2) 

which we also write in the abbreviated notation P = Po + P * Q, where the 
symbol * stands for the integration operation that occurs in the second 
te rm in the right-hand side of (4.2). The intuitive meaning of this equation 
is, that the f i r s t -passage distribution P in its left-hand side is the sum of 
two f i rs t -passage distributions; the first Po with no collisions, and the 
second (which is the second te rm in its right-hand side) with at least one 
collision. The problem that now confronts us is that of the existence of a 
solution of (4.2) which is a f i rs t -passage distribution satisfying the Chapman-
Kolmogorov relat ion (2.2), and of the conditions under which this solution is 
unique. 

We define as in I and II, two sequences {Qn}, {Pn}, where Q, = Q, 
Qn+i = Qn * Q. and Pn = Po * Qn. n = 1,2, ... . If the particle is initially 
in the state tto at xT̂ ^ £ X T. then Qn(AxX; TJao, xr^) represents the probability 
that the nth collision occurs in X with consequent state a e A before the 
particle effects a first passage through T. Therefore 

en(T|ao,XTo) = Qn(-^xX ;T|ag,X7^) 

represents the probability that the part icle suffers at least n collisions in 
X7 before it effects a first passage through T. Pn(A.x ST|ao. x.7 )̂ represents 
the probability that the part icle effects a first passage through S7 while in 
a state a e A and after suffering exactly n collisions in XT. Therefore 

)Cn(-r|ao, XTO) = Pn(-/^ xTJag, X7̂  ) 

represents the probability of a first passage through T after exactly n colli­
sions in X7. Let 7)^ = 1 - /CQ - Sj, and let r]n = Vo* Qn. n = 1,2, ... . It is 
then easy to see that Tin(T|ao, XT^) is the probability that the part icle suffers 





exactly n collisions without ever making a first passage through T. One 
can then show almost exactly, as in the proof of (2.4) in II, that 

n - i 

Sn = 1 - Z ('̂ î+ î) - i- (̂ -̂ ^ 
i=o 

and that the sequence {Sn} is nondecreasing. Let 

00 

000 = l im Sn = 1 - Z (''^i+^i) ^ 1- '^^'^^ 

We see from (4.4) that 2/Cn and 2r)n both converge. The ser ies 2Pn is ob­
viously majorized by S/Cn and is hence convergent. Let 

P R (4.5) 

We then prove almost precisely as in the proof of Theorem 6.1 of I that PR 
is a f i r s t -passage distribution satisfying the Chapman-Kolmogorov re la ­
tion (2.2) and the integral equation (4.2); we call P R the regular solution 
of (4.2). 

One can show, as in the proof of Theorem 8.3 of I, that the regular 
solution P R is the minimal nonnegative solution of (4.2). Whether it is also 
its unique solution hinges on the values of 6^. It is unique if and only if 9oo 
is identically zero; this is shown as in the proof of the corollary to The­
orem 6.2 of I. We call the process stable when 6̂ ^ = 0. These resul ts are 
summarized in the following theorem: 

Theorem 4 .1 . The se r i e s 

z P n 

converges to a f i r s t -passage distribution P R which satisfies 
the Chapman-Kolmogorov relation (2.2) and is the minimal 
rTonnegative solution of the integral equation (4.2); moreover , 
P R is the unique solution of (4.2) if and only if 9,^ = 0. 

Let /cĵ  = Z?* (Cn and rjj^ = 2 ^ T̂ n; then clearly 

/CR(T|ao, XTo) = PR(-^xT|ao, X7J , 
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and it follows from (4.4) that the corresponding no-passage probability 

T) = 1 - KR = riR + Soo-

Thus, if the part icle is initially in the state tto at Xj-^, then the no-passage 
probability Ti(T|ao. x^^) is the sum of two probabilities, riR{r\ao, x-r^) and 
eJirlao.Xj.). Clearly, T]R represents the stopping or escape probability 
after a finite number of collisions in X7. Hence, 9,^ must be interpreted 
as the stopping or escape probability after an infinite number of collisions. 
Note that the process is stable if and only if r) = r)R. It is also clear that 
T)R s 0 if and only if the no-passage probability with no collisions Tjo = 0. 
Hence, the total no-passage probability 7] = 0 ii and only if both r)o = 0 and 
e™ = 0. 

V. FIRST-PASSAGE DISTRIBUTIONS IN PURE MULTIPLE 
SCATTERING PROCESSES 

In this section, we apply the theory outlined in Section IV to the spe­
cial case of a pure mult iple-scat ter ing process in R3, where only the position 
of the part icle changes between collisions, the other state variables remain­
ing constant. Let ft represent the unit vector in the direction of motion of 
the part ic le . If the part icle initially at x suffers no collisions while t ravel­
ing a length of path s, then its position vector becomes x + fis. It is conve­
nient to distinguish ft from the remaining state variables 7; thus, a = (7, fi), 
and v<€ = G X M, where G is the set of all 7, and M is the set of all d i rec­
tions /i. We assume that the probability that a particle at x and in the state 
(7,̂ .1) suffers a collision while traveling a small distance 6s is \{y, ^, x) 6s + 
o(6s), and the probability of more than one collision is of order o(6s). Thus, 
the collision rate per unit distance traveled X is seen to be the inverse of the 
mean free path of the part ic le . We also assume known the transition prob­
ability 0 for the part icle state conditional on a collision; that is, 
0(A|7o,/io, Xo) is the probability, given a collision at Xo, of a transition from 
the state (70, î o) to some state (7, ;u) e A. Let 

R7(iLio, Xo) = min{s|xo + f̂ os ET}, (5.1) 

where Xo 6X7, and we set R^(^lo,Xo) = •», if Xo + Mos does not lie on the sur­
face T for any finite s. Then it is easy to see that 

IRT(MO.XO) I 

Po(AxS7l7o,Mo. Xo) = exp-{- / X(xo + f̂ os) ds > l-r 
6(A|7o, Mo) 6 ( S T | X O + MORT(MO. Xo)), (5.2) 
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w h e r e 

f l if (7o, / io)e A 
6(A|7o,Mo) =i , 6(S7lxo) = 

[_0 o t h e r w i s e (̂  0 o t h e r w i s e 

and we have w r i t t e n , for b r e v i t y , XQ for X7 , and X(xo + /ios) for X(7o, ^o. Xo + Mos). 
S i m i l a r l y , one shows tha t 

/ .RT(MO. XO) 

Q ( A X X ; T | 7 O , / L i o . Xo) = / 0 ( A 1 7 O , Mo. xo + f^os) 6(x |xo+Mos) 

e x p < - / X.(xo + MoCf) doV X(xo + Mos) d s . (5.3) i-i: 
L e m m a 5 .1 . The d i s t r i b u t i o n s Po and Q, def ined r e s p e c t i v e l y by (5.2) and 

(5.3) , sa t i s fy the c o n s i s t e n c y r e l a t i o n (4.1) . 

Proof . Suppose t h a t T 2 TI 2 To, and w r i t e Xo for Xf^, and x^ for X7j; then 

j Q ( A X X ; T | 7 I , M I , X I ) Po(d7i, dfn, d x j 7 o . Mo. xo) 
J./€xTi 

r ^ R T / ^ O . XO) ^ 

= Q ( A X X ; T ] 7 O , MO. XO + MORTI(MO. XO)) e x p J - / X(xo+ Mos) ds |. 

/>RT[MO. XO+MORT,(MO. XO)] 
= / 0 ( A | 7 O , Mo. XO+MO[RTI(MO. xo) + s]) 

•^0 

6 ( X X O + MO[RTI(MO. xo) + s]) 

r ^ s . R 7 ^ ( M O . Xo) "1 

• e x p J - / X ( x o + M o a ) d a - | X(xo + MoO)da^ 

X(XO + MO[RTI(MO. xo) + s]) d s . (5.4) 

F r o m the def in i t ion of R7 , it i s i m m e d i a t e tha t 

R7[MO, XO + MOR7I(MO. Xo)] = R7(MO, Xo) - RTI(MO. Xo). 
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Substituting this relation in the last line of (5.4) and changing the variables 

of integration to | = RTI(MO. Xo) + s, C = RT,(MO. xo) + a, we t ransform the 

integral there to: 

/>RT(MO. xc 

•^RT/MO. Xo 

,RT(MO. Xo) 

0(A|7o, Mo. xo + Mo?) 6(x|xo + Mo?) 

-o) 

r f<i /<RTI(MO.Xo) "1 

expJ - I X(xo + M o C ) d C - / X(xo+ MoO dC|-X(xo+ Mol) d? 

\ ' ' 'R7^(MO. Xo) "̂ 0 J 

= Q ( A X X ; T | 7 O , Mo. Xo) - Q(Ax X; T1I70, Mo. xo). 

This completes the proof of the lemma. 

The integral equation (4.2), which the f i rs t -passage distribution P 

must satisfy, becomes in the present case 

P(AxS7l7o. Mo. Xo) = Po(AxS7l7o,Mo. Xo) 

.RT(MO. XQ) 

P(AxS7l7, M. xo + Mos) 0(d7dMl7o. Mo. xo+Mos) 

, | - ^ ' M . . • exp^- \ X(xo + MoO) dai. X(xo+Mos) ds. (5.5) 

If P satisfies (5.5), then one shows by an elementary calculation, similar 

to that leading to the so-called "backward" equation (4.26) in 1, that P must 

satisfy the integro-differential equation 

S 
' ^ " • d ^ 

P(7o.Mo.Xo) = Mxo)ip{7o.Mo.xo) - j P(7. M. xo) 0(d7dMl7o. Mo. xo)l. 

(5.6) 

where we have suppressed the variables AxS.^ in the notation for P, and 

where Mo • 5P/9XO is the derivative of P in the direction Mo; i-e.. 

Mo ap/Sxo = 2?Ml'^Sp/dxi^\ 

MI^^ and x^^ being the components of Mo and xo, respectively, in some orthog­

onal reference frame for R3. 
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The iteration relations that define the sequences {Qn}, {Pn}. and 
hence the regular solution P R , take a simple form in the present case. 
Thus we have, for the Qn, 

/> /.RT(MO. Xo) 

Qn+i(AxX;T|7o,Mo. Xo) = / / Qn(AxX;T|7, M, xo+ Mos) 

• 0(d7dMl7o. Mo. xo + Mos) 

exp < - j X(xo + Moo) da> X(xo + Mos) ds. (5.7) •i- I X(xo + Moo) 

Using the fact that Pn = Po * Qn. we find a similar i teration relation for 
the Pn: 

r /'RT(MO. Xo) 

Pn+i(AxS7l7o, Mo. Xo) = / / Pn(Ax S7I7, M, xo+ Mos) 

• 0(d7dMl7o. MO. xo + Mos) 

exp- i - / X(xo+Moo) da>-X(xo + Mos) ds. (5.8) [-f-M.. 

VI. MULTIPLICATIVE AND CASCADE FIRST-PASSAGE PROCESSES 

We now consider f i r s t -passage distributions in processes involving 
the creat ion and annihilation of par t ic les , as well as their scattering; we 
shall use the t e rm atomic event as a generic name for all of these. We r e ­
str ict ourselves here to p rocesses involving only one type of particle (e.g., 
neutron multiplication, nucleon cascades neglecting meson production). The 
generalization to p rocesses involving several types of part ic les (e.g., 
electron-photon cascades , nucleon cascades with meson production) is im­
mediate and may be effected simply by considering the type of particle as 
an additional state var iable . Suppose that the process s ta r t s with k part icles 
(the "ancestors") in specified states and positions inside the surface T, andlet 

a(k) = (a(i) a(k)), 

4^^ = (^r„(i) X7„(k)) 
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stand, respectively, for these states and positions. As a resul t of multipli­
cations and annihilations, after an infinite lapse of t ime, n part ic les will 
emerge for the first time through the positions 

(n) , ^ 
' 'T = (XT(I) ^r(ny 

on T, and in the states 

(n) a a(i) a(n))' 

where n can be any integer 0, 1, 2, . . . , and n = 0 means that no particle 
effects a first passage through T. Note that part icles may have been c re ­
ated which are either annihilated or stop, or else go to infinity before pass ­
ing through T. The f i rs t -passage distributions we shall be interested in 
here are precisely those that yield the probability that n part icles will 
effect a f i rs t passage through specified subsets of T in specified sets of 
s tates. Let ^ 7 = ^.^xTbe the set of all ordered pairs CD7- = (tx, X7). In the 
present context, an elementary event CD7 = oAl' in an ordered set 

u}^' = (0^7(1) '^T(n)); 

hence, the space of elementary events assigned to T is 

HT = U ^^r\ 
n=o 

where ^7 ' is the n-fold Cartesian product of ^7 with itself, and ^7° cor-
(k) 

responds to 0 par t ic les . For a fixed initial 0^7 , the f i rs t-passage distribu­
tion P( • I oyr) is then a probability measure on a suitably-defined a-field of 
subsets of a^ normalized as in (2.1). We assume that P is symmetric; 
i.e., it is invariant under permutations of the coordinates 0)7(1), •••. "^T(n) 

of tuf̂ "' for both the initial and the final states, which is equivalent to the 
assumption that the part ic les a re indistinguishable. We are thus dealing 
with a stochastic population process [see Moyal(6) for the general theory of 
such p rocesses ] . We shall also assume here that the Process is multipli­
cative [or a branching process ; cf. Harris(4) and MoyalUi],T in the sense 
that the k ancestors propagate independently of each other, so that the f irst-
passage distribution P(- \JTI) relative to a single ancestor will suffice to 
charac ter ize the process . This condition may be expressed more precisely 
in t e rms of the probability generating functional (p.g.f. for short) G of P. 
Let C be a bounded measurable function on U7, and let _£ be the measurable 

tThe t e rm "cascade p rocess" is used for a multiplicative process whose 
total energy is nonincreasing. 
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function on £^7 whose restr ic t ion to fi^" is t, (03.̂  ) = C(fl>T(l)) •••• C(tUT(n))-
Then G is the expectation of C_ relative to P; i.e., 

G[C.T|JT^b -e{^\^^r}) - I C(a3T) P(dc£Thi^') 

= Z r ,n)?(^T(i) ) -C(cOT(n))P^"WT"^|coi '^^) . (6-1) 
n=o -^Q). 

where P^"^ is the res t r ic t ion of P to ^7 . The process is multiplicative 
if and only if 

G [ C , T | 4 ^ ) ] = 77'G[C.T|a3 7o(i)]- (6-2) 
i = i 

We can now extend to these multiplicative f irst-passage processes 
all of the considerations of Sections II, III, IV, and V. Using (6.2), the 
Chapman-Kolmogorov relation (2.2) becomes, in te rms of the p.g.f., 

G[C.-|a.7o] = Z r , '77 'G[C,Tta.7(i)]p( '^)(d4"^h7o) 
n=o ^ ( " ^ i=i 

= G{G[( : ,T | - ] |C07O} . T 2 1 2 TO. (6.3) 

Similarly, the integral equation (4.2) becomes, in te rms of p.g.f . 's , 

GlC.Tla.7J = Go[?,rh7o] + Z / fn) 7 7 G[C.Tk 71(1)] Q(" ) (d4 ' ; )K„) , (6-4) 
n=o >̂ fi i=n 

where Go is the p.g.f. of the f i rs t -passage distribution Po with no atomic 
events and Q is the first atomic event position and consequent state dis­
tribution. For fixed 037̂ , Q( • ^70) is a probability distribution on a suitably-
defined a-field of subsets of the space 

n=o 

rQ(°) corresponds to annihilation, Q ( ' ) to scattering, and Q ( " ) with n 2 2 to 
creation.] The sequences {QnJ, {Pn}. and the regular solution P R are defined 

http://GlC.Tla.7J
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a s i n S e c t i o n IV; w e w r i t e G n = G o * Qn f o r t h e p . g . f . of P n ( t he f i r s t - p a s s a g e 

d i s t r i b u t i o n w i t h n a t o m i c e v e n t s ) ; t h e p .g . f . of P R i s t h e n 

GR = 2] '̂ n-
n=o 

W e g e n e r a l i z e S e c t i o n V i n t h e s a m e w a y . L e t 

^= IJ ^ 
n=o 

(n) . 

t h e n t h e t r a n s i t i o n p r o b a b i l i t y 0 ( • ICD7) c o n d i t i o n a l o n a n a t o m i c e v e n t i s a 

p r o b a b i l i t y m e a s u r e o n a s u i t a b l y - d e f i n e d a - f i e l d of s u b s e t s of ^ w i t h <4̂  

c o r r e s p o n d i n g t o a n n i h i l a t i o n , 0 ( ' / t o s c a t t e r i n g , a n d (»" ) , n 2 2, t o c r e a t i o n . 

T h e i n t e g r a l e q u a t i o n ( 5 . 5 ) t a k e s t h e f o r m 

CO p rRj-ifto, XQ) n 

G[cD7o] = Go[a)7o] + Z / ^ 7 / G [ 7 ( i ) . M ( i ) . x o + Mos] 
n=o •6^^"^ •^o i=i 

• 0 (n ) (d7 (n )dM(" ) !7o . Mo. xo + Mos) 

e x p - | - I X(xo + MoO) da>X(xo + Mos) d s , (6.-5) 

w h e r e , f o r t h e s a k e of b r e v i t y , w e h a v e s u p p r e s s e d t h e v a r i a b l e s C T" i n G 

a n d Go, a n d t h e v a r i a b l e s 70 , Mo i n X. T h e " b a c k w a r d " i n t e g r o - d i f f e r e n t i a l 

e q u a t i o n ( 5 . 6 ) b e c o m e s 

r CO ^ n 

Mo- S ^ G [ 7 o . M o . x o ] = M x o ) ^ G [ 7 o . M o . x o ] " Z / , , 7 7 ' G [ 7 ( i ) . M(i). xo] 
0 x 0 [_ n = o J^^^) i = l 

. 0 ( n ) ( d 7 ( n ) d M ( ' ' ) l 7 o . M o . x o ) k (6-6) 

We o b t a i n s i m i l a r g e n e r a l i z a t i o n s of t h e i t e r a t i o n r e l a t i o n s ( 5 . 7 ) , ( 5 . 8 ) , a n d 

s o o n . 

In t h e a p p l i c a t i o n s of t h e f o r e g o i n g t h e o r y , t h e f i r s t - p a s s a g e d i s t r i b u ­

t i o n w i t h n o a t o m i c e v e n t s P „ w i l l , a s a r u l e , c o n s e r v e t h e t o t a l n u m b e r of 

p a r t i c l e s ( i . e . , f o r a s i n g l e " a n c e s t o r , " ) 

Po( • I ">To) = P ^ ' ( • l-^To). 
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If, however, there is a nonvanishing probability r]o{T\a>Tg) of the particle 
stopping or escaping to infinity inside T before the occurrence of the first 
atomic event, and if we wish the solution G of the integral equation (6.4) to 
yield the distribution of all par t ic les that eventually effect a first passage 
through T, then we must ass imila te r)o to an annihilation probability and in­
clude it either in the expression for Q, or in that for Po; that is , we must 
either set Q(° ) = qo + T)o, where qo is the "true" annihilation probability, or 
we must set P^ ' = T)O, and hence 

GO[C,T|CDTO] = TIO(T|CO7O) + / C(t07) pl'^(daJT|a3To)-

In physical applications such as neutron multiplication, where T represents 
the boundary of the body where the multiplication occurs, the case in which 
the probability of an infinity of atomic events 6^ ^ 0 will usually mean that 
the process is "supercr i t ica l , " since it will usually imply an infinite out­
going flux of par t ic les in the steady state for a constant source inside the 
body on a constant incoming flux (e.g., see Example 2 in Section VII). 

VII. EXAMPLES 

Probably the s implest nontrivial examples one can construct to 
il lustrate the foregoing theory a re "one-dimensional" ones in which the 
part icles move on a line and the "surfaces" T are the end-points of in­
tervals . Thus we shall take the set of all surfaces ^ to be the set of all 
pairs of r ea l numbers {a, b} with a < b, where the "interior" of the sur­
face {a,b} is the closed interval [a, b], and possibly, in addition, the set of 
all rea l numbers a with " inter ior" (-oo, a ] . 

Example 1. The first and simplest example we consider is that of a par-
ticle moving with constant absolute velocity, so that the only state var i ­
able is the direction of motion M. which can only take two values: ji = 1 
for motion to the right, and fi = -1 for motion to the left. We assume a 
constant mean free path X"' and a r eve r sa l of the direction of motion at 
each collision [see Brockwell and Moyal(l) for a more thorough treatment 
of this example]. We may, without loss of generality, take the "surfaces" 
to be the set of all pai rs {-a, a}, where a > 0. Let P(±a|M, x) be the prob­
ability that the part icle initially at x and moving in the direction M 
makes a f irs t passage through ±a. Clearly, by symmetry, 

P(-a|M. x) = P(a|-M,-x), (^-1) 

so that one need only determine P(a|M. x). The integral equation (5.5) and 
the corresponding "backward" equation (5.6) become, in this case, 
respect ively. 





a-Mx 
P(a|M,x) = e-^(^-f^^) + r P(a|-M,x + Ms) e-^^Xds, (7.2) 

and 

M ^ P ( a | M , x ) = X{P(a|M,x) - P(a|-M,x)}. (7.3) 

The solution of (7.1) is [cf . Brockwell and Moyal(l), p. 15] 

P(a|M, x) = [ | ( 1 + M) + Ma + x)][ l+2Xa]" ' . (7.4) 

It follows by (7.2) that 

P(a|ju, x) + P(-a|M, x) = P(a|M, x) + P(a|-M,-x) = I; 

hence, the process is stable and the solution (7.4) is unique. Equation (7.4) 
may be obtained either by the iteration relation (5.8), which here takes the 
form 

a-^x 
Pj,+j(a|M,x) = j P„(a|-M,x+Ms) e-^=Xds, 

or by solving (7.3) with the boundary conditions P(a | l , a) = 1 and 
P ( a | - 1 , -a) = 0. 

Example 2. We construct an example of a multiplicative f i rs t -passage 
process by modifying the previous example as follows: instead of just a 
r eve r sa l at each collision, we assume that there is a probability qg that 
the par t ic le splits into i + j par t ic les , with i moving in the same direction, 
j in the r eve r s e direction, and all with the same, constant, absolute veloc­
ity as the "parent" par t ic le , such that 

z z = 1. 

= 0 J = 

(Note that qoo is the probability of annihilation of the "parent," qio the prob­
ability of a continuation of, and qoi the probability of a r eve r sa l of, direction 

without splitting.) Let Pk"n-k(M. 5̂ ) be the probability conditional on a single 
initial "ancestor" at x and moving in the direction M that eventually n par­
t icles will c ro s s the boundaries a f i rs t t ime, with k moving to the right 
through a, and n - k moving to the left through -a. In this case, the func­
tion C in the p.g.f. can take only two values: Ci for a passage through a, 
and C-i foi- a passage through -a. The expression (6.1) for the p.g.f. becomes 
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CO n / X 

G[CIM.X] = f z^5rer'^pL%-k(;i.x). 
n=o k=o 

Let 

CO CO 

g(Cl.C-l) = Z Z ^\d,q,y 
1=0 J = 0 

t h e n the i n t e g r a l e q u a t i o n (6.5) and the c o r r e s p o n d i n g " b a c k w a r d " equa­
t ion (6.6) b e c o m e , r e s p e c t i v e l y . 

„ a - ( H X CO 00 

G [ C I M . X ] = e - ^ a - M x ) + / Z Z G^C IM. x + Ms] G J [ M I - M . x + Ms] e'-^^Xds 

^0 i=o j=o 

«a-Mx 
^ g-X(a-Mx) ^ / g(G[(:|M,x + Ms],G[(:l-M.x+Ms]) e -^^Xds , 

(7.5) 

and 

; U ^ G [ C I M . X ] = X { G [ C | M . X ] - g(G[i: lM.x],G[C|-M.x])}. (7.6) 

d x 

If q - i = 1, t h e n equa t ion ( 7 . 6 ) b e c o m e s ( se t t ing X = 1, a s we can do 
without l o s s in g e n e r a l i t y , s i nce th i s m e r e l y a m o u n t s to tak ing the m e a n 
f r ee p a t h a s the un i t of length) 

f , A G [ C l M . ^ ] = G [ C l M . x ] { l - G [ C l M . x ] G [ d - M . x ] } . (7.7) 

which can be s o l v e d exp l i c i t l y ( the so lu t ion i s due to M r . P . J . B r o c k w e l l ) . 
With the b o u n d a r y c o n d i t i o n s G [ C I M . Ma] = Ĉ .̂ the so lu t ion i s 

G[CIM.'<^] = i:^^^p{-i^-o^iO]{3--iJ-^)}, 

w h e r e for 0 S ?„ == 1, a(C) i s the m i n i m a l nonnega t ive so lu t ion of the func­

t i ona l e q u a t i o n 

a ( C ) e x p { 2 a [ l - a ( C ) ] } = CiC-,. 

The p r o b a b i l i t y of an infini ty of a t o m i c e v e n t s i s t h e n 

eco(M. x) = 1 - exp{- ( l - 7 ) ( a - M x ) } , 
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where 7 = a( l) is the smallest nonnegative solution of 

7 exp[2a(l -7)] = 1; 

hence, 7 = 1 , and the process is stable (i.e., Soo = 0) if and only if 2a S 1; 
otherwise 7 < 1, and the process is unstable. We may therefore interpret 
2a = I as the "cri t ical i ty" condition for this process and say that it is 
"subcri t ical" when 2a < 1, "cr i t ical" when 2a = 1, and "supercr i t ical" 
when 2a > 1. The total mean number of part ic les which effect a first pas­
sage through either a or -a is (setting t,i = ^-i = z) 

m(M,x) = | ^ G [ Z | M . X ] ] - ^ _ ^ = | l + | k ^ | e x p { - ( l - 7 ) ( a - M x ) } . (7.8) 

We see that this mean is infinite when the process is cri t ical , or more p r e ­
cisely, that m -» +C0 if /Jx / a and 2a -* '. from the left. If we set 7 = 1 in 
(7.8), then 

m ( M . x ) = i ^ (7.9) 

which is the solution of the equation for the mean 

M'^ni(M. x) = -m(M, x) -m(-M,x) (7.10) 

with boundary conditions m(M,Ma) = 1, for all values of a. The reason for 
the discrepancy between (7.8) and (7.9) is simply that equation (7.10) is ob­
tained by setting (̂ i = C-i = z in (7.7), differentiating both sides with r e ­
spect to z, and then setting z = 1 and G [ I | M , X ] = 1. It therefore ceases to 
be valid in the supercr i t ica l case where 

G [ I | M . x] = >CR(M. x) = 1 - e^in.x) ^ 1, 

and this is reflected by the fact that m in (7.9) can take negative values 
when 2a > 1. 

Example 3. We will now exhibit an example of an unstable, one-dimensional, 
purely scattering p rocess . We assume (l) that the mean free path is v/a , 
where a is a constant and v is the absolute velocity of the part icle; (2) that 
at each collision there is a constant probability p that the direction of mo­
tion M is reversed , and 1 - p that it continues the same; and (3) that the 
absolute velocity u after a collision is uniformly distributed between 0 and 
the velocity v before the collision, independently of whether the direction of 
motion is r eversed or continued. Let P(u, ±a|v, M. x) du be the probability 
that the par t ic le , initially at x with velocity v and direction of motion fl, 





makes a f i r s t -passage through ±a with velocity between u and u + du; 
clearly, P = 0 when u > v and P satisfies (7.1). The integral and "back­
ward" equations for this process are, respectively. 
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P(u, a|a, M, x) = exp - — (a - x) 
/ .d.-/ . iX r- a , — ds 

and 
r 
^ u 

dw {pP(u, a|w, -/i, x + Ms) + (1 - p) P(u, a|w, u, x + Ms)} , 

M-N~ P(u, a|v, M. x) = — P(u, a|v, M, x) 

"̂  u 
{pP(u, a|w, -M, x) + (1 - p) P(u, a|w, jLi,x)} dw 

^(P) Let Soo be the probability of an infinity of collisions for a given p. 
In the degenerate case p = 0, 9(o) can be obtained explicitly (see I, p. 259): 

ei°^(v.M.x) = 1 - r i + ^ ( a - M x ) exp - - (a -Mx) + 0. 

It can be shown that 

e i P \ v , i , x ) 2 ,(o) (v, Ix) 

for X 2 0 and 0 < p £ 1, which proves that this process is unstable for all p. 

The collision rate per unit time of this process is the constant a , so 
that the probability of n collisions in a finite time interval t is 

PL*̂  = (at)" -'̂ ^ /n ; ; 

hence, 

2?p„(t) = 1, 

which means that the probability of an infinite number of collisions is zero 
in any finite time interval. However, each collision slows the particle down 
and thereby decreases its mean free path, thus creating the possibility that 
it will not reach either boundary in any finite time. The probability that the 
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p a r t i c l e i s thus s topped is p r e c i s e l y 9^, and s ince 

l i m 2 ^ p j ( t ) = 0 for a l l n, 
t—oo 

we s e e t h a t Sco i s a l s o the p r o b a b i l i t y tha t the p a r t i c l e wi l l suffer an inf ini te 
n u m b e r of c o l l i s i o n s . 

E x a m p l e 4. The Mi lne P r o b l e m . We sha l l now c o n s i d e r b r i e f l y the Milne 
p r o b l e m f r o m the poin t of v iew of the p r e s e n t p a p e r ; the t r e a t m e n t i s v e r y 
s i m i l a r to t h a t of Sobolev(9)_ Ch. 6. We a r e c o n c e r n e d wi th a p a r t i c l e m o v ­
ing wi th c o n s t a n t v e l o c i t y and c o n s t a n t m e a n f r ee pa th (which we can t ake 
e q u a l to uni ty) in R3, and suf fer ing i s o t r o p i c s c a t t e r i n g a t e a c h co l l i s ion . 
We t a k e -^ to s ee the s e t of a l l o r d e r e d p a i r s of p l anes n o r m a l to the x - a x i s , 
and we can , wi thout l o s s of g e n e r a l i t y , a s s u m e that they cut th is ax i s a t ±a, 
w h e r e a > 0. Le t 9 be the ang le be tween the d i r e c t i o n of m o t i o n and the 
X - a x i s ; l e t y. = \ c o s S| and a = sgn(cos 0). We see by s y m m e t r y c o n s i d e r ­
a t i o n s t h a t the f i r s t - p a s s a g e p r o b a b i l i t y dens i ty for the p l a n e s ±a d e p e n d s 
only on the i n i t i a l v a l u e s a, ^i, and k, on the f inal v a l u e s a^ and y^^, and on 

^a = -JiYs.-yf + ( z a - z ) ' , 

w h e r e P r e f e r s to a f i r s t p a s s a g e th rough the p l a n e s +a a c c o r d i n g a s 
Oa = ± 1 , and ya , Zĝ  a r e the c o o r d i n a t e s of the point of p a s s a g e . L e t 

B ( a a . M a . ^ a l ^ ) = 7 Z . / P ( a a . Ma.'^ai'^'M. x) dM, 
a = - i JQ 

and l e t Bn be s i m i l a r l y r e l a t e d to Pn . The i n t e g r a l equa t ion (5.5) b e c o m e s 

(a-ax)/M g 

P (aa .Ma . i-aio.M.x) = Po(Oa.Ma. i-alC'M'^) + / Bia^.y^, r^\x+Os) e d s , 

(7.11) 

w h e r e 

Po(ag,M^. r ^ l a . M . ' ' ) = ^iy-^-P-) 4 ^ a " (^ " " ' ' ' - 7 ^ ^ ] e - ( ^ " ""^Z^. 

It fo l lows tha t B s a t i s f i e s the i n t e g r a l equa t ion 

B ( a a . M a . - a l - ) = ^0(0^. P-^. - ^\-) ^ C ^io^. 1^^. - ^\i) ^'H - ^) ^^ • (^-12) 
• / - a 





23 

where 

Ei(x) = f e-|x|/M ^ 
^ 0 ^ 

It then follows, from the iteration relation (5.8), that 

^ a 
Bn+i(' 'a.Ma.ral^) = / B J a ^ , Mg. r^l? ) E i ( | - x) d | , 

•̂  -a 

and that 

B Z Bn 
n=o 

is the solution of (7.12) (it is easy to see that the ser ies converges). The 
first passage distribution P is then obtained from B by (7.11). 
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